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Description of the session 
Semi-supervised learning is a machine learning technique that falls between supervised learning and unsupervised learning. According to different machine learning tasks, semi-supervised learning can be typically divided into four categories, namely, semi-supervised classification, semi-supervised clustering, semi-supervised regression, and semi-supervised dimensionality reduction. Semi-supervised classification and semi-supervised regression make use of a small amount of labeled data and a large amount of unlabeled data for training. Semi-supervised clustering can significantly improve the performance of unsupervised clustering using supervision in the form of labeled data or pairwise constraints. Semi-supervised dimensionality reduction seeks to find the low-dimensional structure of high-dimensional input data with the help of label information or pairwise constraints. 
This session will focus on the most recent progress on the theory of the four aforementioned semi-supervised learning techniques, and their applications in pattern recognition, natural language processing, and image data analysis, etc. The list of possible topics includes, but not limited to:
· Semi-supervised classification

· Semi-supervised clustering

· Semi-supervised regression

· Semi-supervised dimensionality reduction
· Applications of semi-supervised learning
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